Chapter 1

Pair Programming

Chih-Song Kuo

1.1 Introduction

The pattern of pair programming in which two individuals develop one software module together has attracted researcher and practitioner’s interest for almost 15 years. People following the pair programming protocol sit in front of one screen, use a set of keyboard and mouse to collaboratively solve a programming task [30]. While one developer is modifying the source code, another is required to perform continuous code-review. This pattern was claimed by its advocates to yield earlier release and higher software quality [30], and was included as one of the rules of Extreme Programming (XP) [27], a popular software development methodology used widely in the software industry.

Despite the advantages proposed for pair programming, many still suspect the overall usefulness and benefit over traditional solo programming. One of the most questioned aspects lies on the feasibility of achieving superlinear speedup as compared to the legacy pattern [30]. From a simple management’s viewpoint, there is no reason to pair up developers if they cannot do things twice faster. In addition to productivity, people also doubt if the advantages proposed for pair programming, as a rule of Extreme Programming, includes two developers working together on the same problem at the same time.

Advocates claim pair programming to provide higher software quality with the same or minor additional effort.
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improved software quality deserves hiring twice many programmers \[30\]. Although pair programming is claimed to cost an insignificant 15% more effort yet achieve a higher quality than solitary programming on the same task \[30\], the paradigm is still questioned if solo programming plus an additional review phase, which might be cheaper and equally effective, will achieve the same goal.

While pair programming is suggested by Extreme Programming, it is unclear to what extent the setting is applied and how effective it is in the software industry. Persuasive empirical evidence are still of relative shortage. Earlier studies were mostly conducted in a course room setting with college students being the subjects \[30\][20][8][24][25][19]. Despite the difference to the industrial environment, the conclusion of these research were not entirely consistent. Certain weaknesses in the design of experiments, for example, small samples and short programs, also threat the validity of their outcomes. Recently, a few more papers investigating the effect of pair programming in the industrial setting were published \[14][21][16][22][17][8]. However, due to their inconsistent findings, it is still hard to tell whether pair programming is really worth adopting. In a word, insufficient evidence from the research community restrains companies transforming their development pattern to pair programming.

Although it cannot be clearly concluded from previous research whether pair programming reduces the development effort and meanwhile improves the quality of the artifacts, a few additional observations can be found which might help practitioners know when is and how to make pair programming more effective. Issues like under what situation pair programming appears to be advantageous are discussed. Some research begin to understand the impact of pairing individuals with different levels of expertise \[17][3]. Studies seeking a combined form of pair programming and solo programming are also published \[18][15]. Furthermore, there are evidence showing that pair programming might help teaching activities in Computer Science programs, for example, improving student confi-
1.2 The Pattern of Pair Programming

This seminar paper is organized as follows. In section 2 a detailed description of pair programming including the origin of the concept as well as the claimed advantages and disadvantages will be given. In section 3 we do a thorough review of previous empirical research mainly on the evidence proving or disproving the effectiveness of pair programming. We investigate a few potential issues of pair programming based on recent publications in section 4. In the last section we conclude the research findings of pair programming.

1.2 The Pattern of Pair Programming

Although pair programming seems to be a new pattern of coding within about one decade, record shows that people practiced pair programming more than 35 years ago. It was in year 1975, when Fortran was the mainstream language, Jensen experimented pair programming in a team of the United States Air Force and observed 2.27 times speedup and three order-of-magnitude improvement in error rate [14]. In 1991, Flor introduced the idea of collaborating different individuals to overcome complex problems [11]. In 1995, Constantine stated in his book that "Two programmers in tandem is not redundancy; it’s a direct route to greater efficiency and better quality" [9]. In the same year, Coplien named what he called "Developing in Pairs" pattern [10]. There, programming in pairs was claimed to be useful for solving big problems than programming individually. That is, pairs are less likely to be sideblinded when they deal with software developing tasks.

In 1998, another inspiring empirical study on the use of the pattern in industry came to being [2]. The article describes a successful software project using Extreme Programming at Chrysler, where pair programming was enforced and provided high quality of the resulting artifacts. One of the project member, Don Wells, later published "The
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Rules of Extreme Programming” [27] with one of them stating “All production code is pair programmed.” [27]. There pair programming is defined as two developers working together at a single computer on the same code. Wells suggests the setting that two programmers sit side by side in front of a screen and slide the keyboard and the mouse back and forth, which later confirmed by Williams by stating the “slide the keyboard/don’t move the chairs” rule as illustrated in Figure 1.1 [33]. The one controlling the keyboard and mouse is called the driver, while another one reviewing and thinking is called the navigator. In addition, The rule demands an adequate learning period of the pattern in order to get that pattern to work. It is claimed by the rule that pair programming will yield the same productivity while a better quality of code.

Figure 1.1: Suggested pair programming setting based on [33].

The inclusion of pair programming as a rule of Extreme Programming and Williams’s publication puts pair programming onto the stage and thus attracted reasonably many discussions from the industry and the research community. Pandey asserted that the new paradigm overcame four weaknesses of solo programming: steep learning curve, single point of failure, too complex for one, inability to review work [22]. Despite the dispute on speedup and quality improvement, several possible additional advantages and disadvantages are proposed as a result of cer-
tain observations. We summarize these points as follows:

### 1.2.1 Advantage

1. **Earlier task completion**: Pair programming can potentially increase the development speed and thus shorten time-to-market. On the economic’s perspective, two developers working in pairs is only superior when the resulting time is less than halved compared to individual programming. That is, two times speedup. However, with the addition of other advantages, lower rate of speedup might also be acceptable [30]. Another useful situation could be an indivisible task on the critical path of a project. There pair programming is claimed to be a helpful way accelerating the development [32].

2. **Higher software quality**: Software quality is expected to increase from pair-programming due to the “two heads are better than one” rule as well as continuous code review. In practice, earlier fault removal is really critical. The longer defects remain in the product, the more costly it is to find and to fix them [30]. Rework after release can cost far more effort and possibly degrade customer’s satisfaction. Different observations of software quality improvement can be found in [30].

3. **Smaller variance of effort**: Smaller variance of effort means greater predicable effort, which is considered very beneficial in software project planning. Research [3][20] implied lower standard deviation of the time needed for a pair programmed task.

4. **Smaller variance of quality**: Studies [8] reported that the quality of software designs produced by pairs had 70% less standard deviation. This advantage implies better predicable of software reliability.

5. **Cross-learning**: Several researchers identified interchange of knowledge in the process of pair programming [30]. It should be noted that usually employee training is quite expensive.

6. **Positive peer pressure**: Two developers working together introduce pair pressure [29], which makes peo-
ple concentrated and punctual, and avoid them to get distracted. Research [33] reported that the developers working in pairs are far less likely to waste time reading e-mail, surfing the web, or zoning out the window - because their partner is awaiting continuous contribution and input.

(7) Better code readability: Readability promotes exchangeability of code and potentially lowers program maintenance cost. Related evidence such as improved conformance of coding standards and higher comment ratio can be found in [21][13].

(8) Improved self-satisfaction: Self-satisfaction makes people happy at work and retains the talented staff. The survey done in [30] reported that 90% programmers enjoyed pair programming more than solo programming.

(9) Improved self confidence: Self-confidence improves one’s willingness and ability to solve complex tasks. Studies [30] showed that pair programmers were more confident.

(10) Decreased communication cost: Working in pair halves the communication needed for integration and thus reduces additional effort in a large project team [30].

(11) Decreased integration effort: As the project was coarse partitioned, the modules needed to be integrated is halved [30].

(12) Reduce the chance of task misunderstanding: the chance that one person incorrectly interprets a requirement is higher than two [20]. Correct interpretation of the task reduces additional rework.

(13) Early identification of faults: Due to continuous code review, potential software faults can be identified earlier, where as in solo programming, a fault typically exists until an appropriate code review or test is undertaken [30].
1.2.2 Disadvantage

(1) Lower productivity per developer: Pairs typically do not complete the task twice fast. Certain research \[20, 3\] even reported an unchanged development time for paired programmers. The observation implies twice as many effort to be allocated for a project using pair programming.

(2) May easily get exhausted: Pair pressure makes one concentrated on work but also makes one tired soon. Previous research \[29, 33\] indicated that pair programming could be a very intense and mentally exhausting.

(3) Incompatible pair harms: Pairs having incompatible personalities or coding styles can make things even worse and thus slow down the development progress \[4\].

(4) Scheduling challenge: Pairs must have exactly the same schedule. This includes the same office hours, meeting minutes, which are usually difficult to enforce \[4\].

(5) Might not work for all characteristics: According to \[30\], it is said that “Some have trouble working in pairs. Typically those with excess ego or too little ego.” In certain cultures, high or low level of ego might be encouraged. Thus pair programming might not work so well in these contexts or need to be adapted.

(6) Slow down the genius: Sometimes the most talented developers refuse to be paired up with juniors as doing so might actually degrade her productivity. According to the experiment conducted in \[31\], around 5% students, who were typically the top-performing ones, desired to work alone and did not want to be slowed down.

(7) Require a pair jelling period: Whenever two programmers who never worked in pair before are coupled together, reasonable time is proved to be necessary for the individuals to understand each other and to find a good pattern of collaboration. Research \[30, 24\] has indicated a relatively low productivity during this transition period.
Hiring difficulties: IT professionals are constantly in a shortage such that even pair programming works, it might be challenging to hire reasonably many more qualified programmers [21]. In case the company can only add less-experienced people to the team, would pair programming still outperform solo programming?

In a word, pair programming can bring plenty of benefits to a development team. These typically include but not restrict to progress acceleration, quality upgrade, higher code readability, and distraction avoidance. Advocates believe that these merits together actually decrease the total effort of a project, and lead to a better software product, a better team. While criticisms are more focused on the increased effort revealed in the empirical research, several further activities that can potentially profit by the additional factors might have been ignored. For example, integration of modules can be very time-consuming because of conflicting assumptions made by different individuals. Pair programming cuts this cost into half. Moreover, by producing higher quality code in the beginning, pair programming reduces later test and rework effort, which could be reasonably high in some cases.

1.3 Empirical Experiments and Studies

Although earlier empirical studies [14][2] accredited pair programming so much, the pattern did not went through smoothly as Extreme Programming did, but instead received noticeable criticism [5]. Among all, the economic feasibility was most frequently questioned. Skeptics doubted about the doubled productivity brought from pair programming and thus consider it as a waste of resources compared to solo programming [30]. As a result, further quantitative evidence is needed to clarify the effectiveness. In the followings, we summarize the experimental results of previous empirical research, with the focus on (1) the speed-up and (2) the software quality improvement, as these two measures are considered the most critical ones, for example, in [21].
To make a standardized comparison, certain performance indices must be established. In this paper we define the Speedup Factor (SF) as the ratio of duration needed by a solo programmer over a team of paired programmers to achieve the same functionality. That is,

\[
SF = \frac{\text{Time needed by a solo programmer}}{\text{Time needed by a team of paired programmers}}
\]

When SF is 1, the same task takes a pair the same time as an individual programmer, which implies twice as many efforts to be allocated. Having SF of 2, meaning that the time needed by a pair is halved than a solo, is usually regarded as the baseline for adopting pair programming disregarding other advantages such like quality improvement. Note that the comparison between the time spent by the two programming patterns is only valid when the same functionality and the level of quality are fixed. Nevertheless this assumption is not guaranteed in several experiments we investigated. The reader (of this paper) should understand this bias when interpreting the respective numbers.

We define the Software Quality Improvement Factor (SQIF) as the ratio of a quality index yielded from pair programming over solo programming. However, due to the diversity of quality measurement methods used in different research, defining SQIF explicitly is rather difficult. In practice, a quality index can be the number of passed test cases, the inverse of defect count or the defect density, etc. The reader should realize the possible influence made by different quality measures to the SQIF index. When SQIF equals 1, pair programming yields the same quality of code to solo programming. Having SQIF greater than 1 implies higher software quality from the use of pair programming.

We classify the empirical research investigated by the type of the subjects, which can be either college students or professionals that work in the industry. Part-time students who are simultaneously working as programmers are
regarded as professionals. We make this distinction due to the acclaimed difference of expertise between the two groups which is sometimes questioned to threat the validity of empirical research gained from a classroom setting. Skeptics sometimes regard students’ insufficiency of knowledge and experience as one major cause to the optimistic pair programming experiment results. In practice, using student as subjects is convenient and economical, while implementing a controlled pair programming experiment in industry could be very costly and challenging.

Williams reported a decent speedup and meaningful increase in software quality from the use of pair programming.

We summarized the findings of empirical pair programming research in the academic setting in Table 1.1. The

<table>
<thead>
<tr>
<th>Subject</th>
<th>Task</th>
<th>SF</th>
<th>SQIF</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>13 solos 14 pairs</td>
<td>Web unknown size</td>
<td>Start: 1.3x Later: 1.8x</td>
<td>1.2x</td>
<td>No</td>
</tr>
<tr>
<td>11 solos 5 pairs</td>
<td>C/C++ 300 LOC 3 hours</td>
<td>1.0x</td>
<td>1.0x</td>
<td>No</td>
</tr>
<tr>
<td>24 people change roles</td>
<td>2h/task 1 simple 1 complex</td>
<td>Simple: 1.6x Complex: 1.0x</td>
<td>N/A</td>
<td>Yes</td>
</tr>
<tr>
<td>8 solos 6 pairs</td>
<td>JAVA 4000 LOC</td>
<td>UC 1-10: 1.4x UC 1-4: 1.0x UC 5-10: 2.1x</td>
<td>N/A</td>
<td>Yes</td>
</tr>
<tr>
<td>30 solos 30 pairs</td>
<td>C++ 45 hours</td>
<td>Simple: 1.1x Complex: 1.8x</td>
<td>N/A</td>
<td>Yes</td>
</tr>
<tr>
<td>15 people</td>
<td>2 hours</td>
<td>1.3x</td>
<td>2x</td>
<td>Yes</td>
</tr>
</tbody>
</table>
1.3 Empirical Experiments and Studies

field “Test” indicates if certain statistical hypothesis testing was performed in order to establish statistical significance of the result. Among those research, the one that attracted software practitioners the most were the experimental findings in University of Utah in 2000 by Williams [30]. There a speedup of 1.8 times after the so-called pair jelling process was reported. Pair Jelling, as defined in [30], means the activities that a pair needs to get used to each other’s working habit and make proper transitions. A jelled team was claimed there to yield much higher productivity. In the study, it is observed that 20% more test cases was passed for pair-programmed artifacts. Though the conclusion was rather bright, important parameters of the experiment such as the type, length of the task were unknown, and no statistical testing was performed. These issues somehow degrades the paper’s persuasiveness.

Right after Williams, Nawrocki carried out a similar controlled experiment in Poznan University of Technology, Poland [20]. The result was, however, rather pessimistic. There was nearly neither improvement in the development time nor enhancement in the program size and the number of re-submissions to get the program pass an automated test. Nevertheless, a 50% standard deviation was observed for the time needed by pairs compared to solos, which implied better predicability of effort estimation. Canfora [8] had an experiment focusing on productivity, where 1.6 and 1.0 times of improvements were observed for one simple and one complex task, respectively. Here it is rather counterintuitive that pair programming gained almost nothing in the more complex task. But still the study confirmed a much lower variance in the development duration for pairs. Another study [25] of a similar scale in terms of number of subjects and program size instead reported more optimistic numbers, with 1.3 times speedup and halved defect counts. In summary, the above three research leads to conflicting results. Nevertheless, it should be reminded that the programming tasks implemented in [20][8][25] were only about 150 to 400 lines of code or 2 hours of working time. Such size was apparently too small either in the industrial setting or in terms of achieving statistical significance. Limited development time might also restrain pairs...
Empirical studies with larger program size are discussed.

To overcome the threat from small program size, empirical research that employees larger projects were carried out. In 2005 it is observed from a Java project that pair programming can provide the speedup of 1.4 times overall and 2.1 times in a later period of the project [24], which again suggests the potential influence of pair jelling. Another more recent study [26] involving more subjects and about 50-hour developing time had a bit worse findings, with 1.1x speedup and 1.5x speedup on the simple and complex tasks, respectively. Note that here the effectiveness of pair programming grows as the task difficulties increases.

The observation of pair programming in a the classroom setting was not consistent but rather bright.

In short, although the results reported from the experiments conducted in the classroom setting seem to be conflicting, with [20] being the most exceptional one, the overall trend was toward the positive side. In general, certain improvement in both time and quality was observed. Specifically, the SF index was around 2 in [30][24][26]. If we consider the additional benefit to software reliability and code readability improvement, adopting pair programming could be a good deal.

Industrial studies are more difficult to carry out.

Apart from the evidence found in college, we also summarize the influences of pair programming in the context of professionals in Table 1.2. Unlike students, companies are usually not willing to invest on a large-scale well-controlled experiment where several teams of solo and pair programmers are established to develop the same software product. Some research [21][16] overcame this problem by enforcing very small tasks. Lui and Arisholm conducted larger experiments lasting approximately one day [17][3]. Studies [14][22][2][23] did not structure an experiment but instead compare different but similar projects using different development patterns. Though the similarity between the compared artifacts is to be questioned, these papers involve formal-executed projects of reasonably big size which went into production.
### Table 1.2: Studies with professionals being the subjects

<table>
<thead>
<tr>
<th>Subject</th>
<th>Task</th>
<th>SF</th>
<th>SQIF</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>[14] 10 people</td>
<td>Fortran 50K LOC</td>
<td>2.3x</td>
<td>three order</td>
<td>No</td>
</tr>
<tr>
<td>[21] 5 solos 5 pairs</td>
<td>DBCC 45 min</td>
<td>1.4x</td>
<td>1.3x</td>
<td>Yes</td>
</tr>
<tr>
<td>[16] 5 solos 5 pairs</td>
<td>Algorithm questions Case 1: multiple choice Case 2: problem-solving</td>
<td>Case 1: 1.7x Case 2: 1.2x</td>
<td>Case 2: 1.7x</td>
<td>No</td>
</tr>
<tr>
<td>[22] 9 people</td>
<td>8500 LOC</td>
<td>3.2x</td>
<td>1.7x</td>
<td>No</td>
</tr>
<tr>
<td>[17] 8 solos 8 pairs</td>
<td>SQL/Web 7-10 h</td>
<td>1.5x</td>
<td>N/A</td>
<td>Yes</td>
</tr>
<tr>
<td>[3] 99 solos 98 pairs</td>
<td>JAVA 5-8 h</td>
<td>1.1x</td>
<td>1.1x</td>
<td>Yes</td>
</tr>
</tbody>
</table>

As mentioned in the last section, Jensen reported a super-linear speedup and incredible quality enhancement adopting pair programming in 1975 [14]. In 1998 Nosek carried out the first well-know controlled experiment in which the developers were asked to write a database consistency check script [21]. The task was indeed small so that it took the pairs and solos 30 and 43 minutes to finish. Artifacts were evaluated by two judges by the work’s READABILITY and FUNCTIONALITY, which somehow outlined the level of quality. Pair-programmed script enjoyed 1.4 times higher READABILITY and 1.1 times higher FUNCTIONALITY. In 2003, Lui [16] concluded that pairs solved algorithmic problems faster and reached much higher correctness. A further study in 2006 conducted by the same
research group required the subjects to complete a FIFO warehouse in a weekend. The experiment was called repeat programming such that the exactly same task was repeated four times by the same group of subjects. There the main goal was to investigate the effectiveness of pair programming to a task with different level of familiarity. It followed that pair programming contributed 1.5 times speedup in the first try but then this number decreased dramatically with almost no speedup in the last iteration. This somehow confirmed the generally believed hypothesis that pair programming tends to be more beneficial to unfamiliar, difficult tasks.

The largest structured experiment in the industrial-setting might be [3]. There nearly 100 individuals and 100 pairs of IT consultants from several international companies such as Accenture, Oracle in Norway, Sweden, and UK participated in the study. Programmers were classified into three categories: junior, intermediate, senior, according to their expertise in Java, in order to further investigate the effectiveness of pair programming among different groups. The task was to perform changes on a Java software system given a set of requirement. There was, however, no statistical evidence showing any improvement to either development duration or correctness among all participants. Nevertheless, if we concern only subjects of certain level of expertise, then intermediate developers worked 1.4 times faster if they were paired up. Paired junior programmers produced 1.7 times of correctness than those solo juniors. Specifically, if the difficulty of subtasks was considered, then the SQIF was 2.5 times for the juniors. In short, the study implied better efficiency when pairing-up intermediate developers and higher quality when pairing-up junior developers.

A process shift to a pattern similar to pair programming which they called “Tightly Coupled Engineering Team (TCET)” in Guidant Corporation was reported[22]. The task, which consisted of about 8500 LOC, was to deliver an automated testing program for an embedded health-care device. There were ten members working on the project.
Table 1.3: Speedup Factor and Effort Multiplier Conversion

<table>
<thead>
<tr>
<th>Speedup F.</th>
<th>Effort Mult.</th>
<th>Speedup F.</th>
<th>Effort Mult.</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.6</td>
<td>3.33</td>
<td>1.6</td>
<td>1.25</td>
</tr>
<tr>
<td>0.8</td>
<td>2.50</td>
<td>1.8</td>
<td>1.11</td>
</tr>
<tr>
<td>1.0</td>
<td>2.00</td>
<td>2.0</td>
<td>1.00</td>
</tr>
<tr>
<td>1.2</td>
<td>1.67</td>
<td>2.2</td>
<td>0.91</td>
</tr>
<tr>
<td>1.4</td>
<td>1.43</td>
<td>2.4</td>
<td>0.83</td>
</tr>
</tbody>
</table>

Some reasons that motivated the transition to TCET were (1) code reviews were not effective, (2) it took too long to learn and become effective, (3) it was difficult for projects to recover from setbacks of losing people. Nevertheless, TCET was not strictly enforced but instead the project owner allowed the developers to decide when to pair-program. In the end the project was a successful one. A comparison to a previous similar project was then undertaken. Evidence showed no significant speedup but 40% defect density decrease for the TCET project.

While in Table 1.1 and 1.2 the performance index Speedup Factor is used in order to provide a more intuitive understanding, the management may be more interested in the change of effort which directly relates to the project cost. For this purpose, a mapping between the Speedup Factor index and Effort Multiplier is provided in Table 1.3. Having Effort Multiplier equivalent to one means no change from solo programming to pair programming. An Effort Multiplier greater than one indicates more effort to be allocated to a pair programmed project. For example, if Effort Multiplier equals 1.4, then 1.4 times of effort is needed compared to solo programming.

Apart from Table 1.2, a few more experiences using pair programming in the industry are summarized. According to Chrysler’s experience [2], the use of pair programming led to fast progress, high quality artifacts, better readability, including consistent naming and similar coding style. It was reported that almost the only defect were written by
individual programmers. Vanhannen [23] summarized the perceived effects in a medium-sized Finnish software product company according to an internal survey. There pair programming was found to yield very positive effects on cross-learning, code-readability, and satisfaction, and small yet clear reduction on defect density. Begel [4] did a survey to Microsoft software developers on the topic of pair programming. The result indicated that 22% of the surveyed had been pair-programmed, but only 3.5% were using the pattern in their current project. Those who have involved in a pair-programming project reported the pattern’s top three benefits: fewer bugs, spread code understanding, higher quality code, and top three problems: cost efficiency, scheduling issues, and personality clash.

Evidence supporting the use of pair programming is somehow weaker from the experiments done with professionals.

Several potential threats might influence the validity of previous research.

In summary, compared to the evidence implied from the academic-setting, the findings based on software development professionals is a bit dull. Here the SF index seldom came across 1.5, which seems to be less persuasive for the management to make a transition. Improved quality is only observed in certain context, and might depend on the expertise of developers.

A few additional threats to the validity of previous mentioned studies exist. For example, the subjects of the experiments were mostly new to pair programming, and thus might perform worse because they were not adapted to. Also, the reader can easily observe from Table 1.1 and 1.2 that the duration of several experiments were relatively short so the subjects might not have enough time to learn how to pair programming well, and thus could not come across the improvement ravine as claimed by [12]. In some experiments [30], the pairs were formed by themselves, which in turn potentially caused them to collaborate smoothly. Nonetheless, this might not be the common case in a company, where each one’s partner is usually unpredictable.

In conclusion, most empirical studies implied a speedup between 1 and 2. Note that 1.5 times speedup means
roughly 30% additional effort to be allocated for each task. Quality enhancement brought by pair programming is roughly confirmed, while the value of such improvement still needs to be discussed.

1.4 Discussion

Having discovered the inconsistency of the effectiveness of pair programming revealed in previous empirical research, we now discuss the situations in which the pattern might be more beneficial than others or vice versa. In fact, according to the survey made in [33], 50% of the programmers claimed working alone 10-50% of the time to be acceptable.

According to previous surveys, programmers thought that simple, well-defined, rote coding could be more efficiently done by a solitary programmer and then reviewed with a partner instead of working in pairs. Detail-oriented tasks such as drawing the user interface were not recommended for pair programming. Many preferred to do experimental prototyping, tough, deep-concentration problems, and logical thinking alone [33][13]. This somehow implies that working individually could be more suitable for exploring design alternatives, and prototyping [30][13]. Note that doing so does not violate the Rules of Extreme Programming as long as the prototyped code will not be used for production [27]. In fact, exploring new problems individually might result more design choices and avoid some valuable idea to be hindered.

While the focus of this paper is on pair programming, recently several studies indicated that working in pairs can be beneficial in design activities. Several research [1][6][7] have reported different levels of quality improvement in pair-designed solution, which potentially decreases the probability of proceeding to implementation with a bad design. If an inappropriate design was made in the early stage, it would be painful to revert in a later time step [30].

A mixture use of pair programming and solo programming is possible.

Some tasks could be better done individually.

Pair design could be very beneficial.
Al-Kilidar [1] carried out a structured experiment among 150 final-year undergraduates including two design tasks. Design quality was measured according to functionality, usability, portability, and maintainability. 24% quality increase was observed in the first task while indifference of quality was identified for the second task. Canfora carried out an experiment in both academic and industrial setting reported that the solution worked out from a pair-design had a statistically significant higher quality.

The effectiveness of pair programming might depend on the developer’s expertise with respect to the problem.

When coding, pairing-up junior developers can significantly reduce defect count, specifically for complex tasks [3]. Since each one’s level of expertise differs in each field, this result somehow implies that when the task is too challenging such that one developer is hardly able to take, then pairing-up should be concerned instead. In addition, Hulkko suggested using pair programming when there were many module dependencies in the project [13]. Finally, pair testing, among all, was claimed to be the least critical one, as long as the pair developed the test cases together. [30].

While evidence shows pair programming can be good for cross-training, the rule of Extreme Programming suggests not using pair programming for mentoring. It is said that “A teacher-student relationship feels very different from two people working together as equals even if one has significantly more experience.” [27]. That said, cross-learning might better be taken as a side affect of pair programming, but potentially not be the purpose.

Since the speedup resulted from pair programming was not completely obvious, an alternative of solitary programming plus one additional review phase is considered to achieve the same quality instead [19]. A controlled experiment was conducted in University of Karlsruhe among eight senior students to compare the difference of time spent and quality between pair programming and individual coding with code review. However result showed
1.5 Conclusion

Pair programmers need more frequent rests. Individual works must be deeply reviewed.

A possibility of combining solo and pair programming is discussed.

Pair programming speeds up the development but generally requires more efforts.

statistical indifference in both total effort and number of passed test cases.

If one decided to adopt pair programming, some hints are summarized as to improve the effectiveness. Since working in pairs yields pair pressure, researchers suggest taking a break periodically for maintaining the stamina for another round of productive pair programming [33]. If not all work are done in pairs, then those artifacts completed individually might better go through a thorough review before they are incorporated [30]. [29] also provided several tips for pair programming to work out. Typically these included but not limited to: do not point out the mistake instantly, change role when one gets tired, find a matched partner, and resolve disagreement wisely.

While advocates of solo programming and pair programming seem to compete all the times without clear a result, effort aiming at unifying the two processes into one has yet started [18][15]. These papers view solo and pair programming as two complementary processes instead of competing ones. In [18] a new pattern called Software Process Fusion (SPF) was introduced, which promoted alternations between solo and pair programming with several pre-defined transition conditions. For example, a change to solo programming when the task to be dealt was familiar or trivial. SPF was carried out in two companies’ IT department and yielded a very promising result. While the scale of the experimented projects was small, these research point out a new direction toward merging the two processes [15].

1.5 Conclusion

Pair programming, being a software development pattern that requires two programmers working on the same problem in front of the same screen using a set of input devices, typically speeds up the development around 1 to 2 times, with the findings being more positive in the academic setting than in the industrial setting. This result in-
Pair programming indicates a potential increase of effort when choosing the pair programming pattern.

In addition to economic efficiency, several benefits that could be brought from pair programming can be found in recent empirical researches, with improved software quality being the most remarkable one. Apart from that, pair-programmed code typically has better readability. Developers perform cross-learning when they are paired and potentially gain much more self-satisfaction and self-confidence.

As pair programming does not perform consistently well in all contexts, further investigations on the proper situations to use the pattern are on demand. For example, the impact of different pairing strategies is still not clear. Recent observations implies pair programming to be more useful in designing activities and complex, unfamiliar implementation tasks but maybe not for simple problems and testing activities. Students and junior software engineers seem to benefit the most from pair programming. A combined programming paradigm extracting the merits of solo and pair programming is potentially on demand and to be investigated.
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